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Abstract— Information on the ratings of several features of
items can be deployed to improve the quality of
recommendations in recommender systems by incorporating
them into similarity calculation between any two users or two
items. However, the incremental information of these features
has important impacts on recom der systems. For example,
the complexity of si lation is increased and more
resources are consumed during the process for generating
recommendations. In this paper, we propose several techniques
by using this information to provide relevant recommendations
and to reduce the complexity in similarity computation by
directly matching between preferences of user and the strength
of item features.
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1. INTRODUCTION

One of the several core aspects of Web 2.0 is to invite
people to interact and participate in web applications, for
example, providing their contents, assigning ratings on
product items, giving comments to online articles, and etc.
This occurrence causes information provided by people are
more and more increased and led to the information
overload problem [6],[12],[13]). Recommender systems
[4].117],019),[20] have become the key tool for helping
users to filter out information and alternatives based on
their preferences. Traditional recommender systems utilize
only overall rating information of item as single feature or
single criteria to analyze and generate recommendations for
users. Currently, the modern recommender system, Yahoo!
Movies is trying to leverage several rating information on
other features of item, i.e., story, genre, director, and author
as multi-criteria to improve the quality of movies
recommender systems.

Adomavicius et al [1] gave a conclusion of their findings
that changing only the similarity function in the traditional
collaborative filtering technique to reflect multi-criteria
rating information should results in a more accurate
identification of similar users and, consequently, in better
recommendation quality. Adomavicius et al [1] also
suggested two different approaches to incorporate this
information in similarity calculation of recommender
system. The first approach is the aggregating traditional
similarities from individual criteria. In this approach, the
similarity between two entities, such as between two users
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or between two items, is evaluated by using some standard
similarity metric, such as cosine-based and correlation-
based [1]. Then, all evaluated similarity of individual
features between two entities can be aggregated to generate
an overall similarity in several ways, such as averaging all
individual similarities and worst-case similarity. The second
approach is the using multidimensional distance metrics in
similarity calculation. In this approach, cach corresponding
individual feature rating of the two entities is represented by
a point in k +1 dimension space. Then, the standard multi-
dimensional distance metrics such as Manhattan distance
and Euclidean distance [1] can be applied to calculate
distance between two entities. Finally, the distance metric is
translated to similarity metric.

Even though the methods suggested by [1] can provide
good personalized recommendations, but for gaining the
effective recommender system, many resources such as
storages and memories are required in the process of
calculating the similarity measure between two entities
based on their several features. The complexity of similarity
computation is also linearly increased by the number of
features. In this paper, we propose the methods to reduce the
complexity and resources consuming in multi-criteria
recommender systems. These techniques can reduce the
number of dimensions of a user profile and reduce the
number of individual user profiles into a smaller set of a
user profiles. The results of these techniques are a new user
profiles, which has the same structure as the traditional item
profile. The new user profile contains the preferences
information of each user over several item features, which is
called the global features of a user. The global features of a
user generally indicate the user’s preference for the items,
i.e. preference on watching movies. It is not the preference
on any particular movie. We also propose the new technique
to quantify the strength degree of item features based on
users’ opinions to generate new item profile. Finally, we
propose the simple overall rating prediction techniques by
summarizing multi-criteria rating information on several
features to provide more accurate recommendations for a
particular user. This technique relies on the similarity score
between two entities from different classes, the user class
and the item class, rather than relies on the similarity score
between two entities from the same class.

This paper is organized as follows: Section 2 presents
related work. Section 3 addresses some more detail about the
background of recommender system. Section 4 presents the
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proposed transformation and reduction techniques to reduce
the calculation complexity and resources consuming in
multi-criteria recommender system. Section 5 presents a
conclusion and discusses some perspectives and ideas for
future work.

II.  RELATED WORKS

The traditional problem of multi-criteria rating is to find
the items that are optimal in general (i.e., optimal for all
users), not intended for environment of personalized
recommendation. Currently, this problem is considered as
one of the important issues for the next generation of
recommender system [4].

Ricci et al[l11] develop a personalizing travel
recommender system by using case-base reasoning
technique, ranking and aggregating elementary items
(locations, activities, services) based on the user’s
preferences and a repository of past travels. This system,
however, does not consider each elementary item as a multi-
criteria, just performs optimization over a multidimensional
solution space. There are several projects that make a
comparison of the items based on each attribute’s weights
ranking [8],[9],[10]. The weight of each attribute is directly
obtained from the individual user. However, the value of
ranking for each attribute is the same for all users.

Schafer [5] implements a meta-recommendation system
that allows users to specify their preference for each content
attribute (e.g., movie genre, MPAA rating, or film length)
and also allows them to set an important condition for
recommender by rating the importance of these attributes to
filter the recommendations toward what the users rea{l
want. This system, however, does not represent a mu {
criteria rating environment because the users only specify
general filtering requirements for all movies, such as the
preferred value and weights for movie genre attribute.

In multi-criteria rating environment, users can specif;
their subjective ratings for various feature components of
individual item. This information can be used for prediction
and personalization purposes. Adomavicius et al [1]
incorporate and leverage multi-criteria ratings in calculation
of the similarity between two different users or two different
ittms in two different ways, i.e., using aggregating
traditional similarities and multidimensional distance
metrics, then predict the rating using the weighted sum or
adjusted weighted sum in the same way as with a standard
collaborative filtering algorithm. Using an aggregating
similarity method, the similarity between users or items is
calculated based on each individual criterion by using some
standard similarity metric such as cosine-based and
correlation-based. The overall similarity can be computed
by aggregating the individual similarities in several ways
such as average sum and adjusted weighted sum of
individual similarities approach. Using a multidimensional
distance metrics method, each rating can be represented as
a point in the k+1 dimension space and distance between
ratings or points is calculated by using standard
multidimensional distance metrics, such as Manhattan
distance, Fuclidean distance, and so on. Finally, the distance
metrics then is further transformed to similarity metrics.
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In this paper, we focus on the aggregating similarity
method proposed by [1] as mentioned above. Let’s consider
the case of using single criteria in recommendation systems,
the characteristics of users are described by the list of
overall feature rating information for items that users have
rated. This information can be represented as a User-Item
metric. When applying the aggregating similarity method
[1] in multi-criteria rating environment, several individual
feature ratings will be represented with several individual
User-ltem metrics (one metric per one feature). For
example, if there are four criteria to be considered, four
individual User-Item metrics are required as shown in the
Table I.

Applying collaborative filtering approach with multi-
criteria ratings information, the number of comparing a
current user with other users will increase by the number of
User-Item metrics. For example, assuming that, there are
100 users and 1,000 items available to recommend in the
recommender system domain. To generate
recommendations for a particular user with collaborative-
filtering approach, the system has to calculate the similarity
measure between a current user and other users based on
individual feature or each single-criteria rating. The number
of comparing user with other users is 99 * 1,000 * ]=
99,000 times. Owing to the four criteria shown in Table I,
the number of comparing will increase up to 99 * 1,000 * 4
= 396,000 times. Therefore, the conclusion is that the more
features yield the more complexity in comparison.

TABLE I. REPRESENTATION OF FOUR CRITERIA WITH FOUR INDIVIDUAL
USER-ITEM METRIC

Users | ml | m2 | m3 | mé | mS Users | ml | m2 | m3 | md | m§
ul 3 0 2 3 0 ul 2 0 3 3 [
ul 2 ] 4 o 2 u? 2 L] 2 1] 3
ul 1 3 5 o 4 ul 1 2 2 n L}

Users | ml | m2 | m3 | md | mS Users | ml | m2 | m3 | md | mS
ul 2 0 3 3 0 ul 3 0 1 3 0
u2 2 3 2 [ 4 ul 2 [] 1 0 2
ud 2 1 2 0 3 ul ! 3 3 [ 4

III. BACKGROUND

A. Basic Approaches to Recommender Systems

In general, recommender systems can be classified into
two categories based on how the recommendations are
generated. The first one is a content-based approach [2],[7].
In this approach, the method to generate recommendation
relies on the description information of an item. The
characteristics of an item are compared with other items
which user has rated. The items with high rating and high
similarity to items that the user has rated will be
recommended. The second one is a collaborative-filtering
approach [2],{3],[7],[10],[131.[14].[19]. In this approach, the
method to generate recommendation relies on the
correlations between individual rating information provided
by users. Items that users, who have high similarity rate to
the current user, have rated will be considered. The items
with high rating will be recommended.



In summary, both basic recommendation approaches rely
on similarity measure. The content-based approach relies on
the similarity of items, whereas the collaborative filtering
approach relies on the similarity of users. Since most of the
traditional recommender systems are developed by using
either one of two basic approaches. However, there were
several good research papers in the literature that proposed
the techniques to combine both basic approaches together in
order to improve the performance of recommender system.
They are known as a “Hybrid approach” [2],[7]. All the
approaches mentioned in this section, the recommendations
are indirectly generated by matching the item-item or the
user-user in the same class. Conversely, we suggest that the
reliability and the quality of recommendations can be
improved by directly matching between the characteristic of
a current user and the characteristic of items in the system
domain. This approach will recommend items that its’
characteristics are more satisfied to the characteristic of
users.

B. Single Criteria and Multi-Criteria Recommender

Systems

Since recommendation process in recommender system
is usually concerned with two entities, item and user. Items
can be the kinds of things that the users interest in such as,
books, photos, movies, blogs, web sites, and etc. General
characteristic of user can be explained by user demographic
information such as user name, age, gender, education,
occupation, and son on. In addition, the characteristics of
user can also be explained by the activity information
provided by the user when he or she interacts with an
automated recommender system. For example, users
expressed their preference on product items by giving a
rating to the product items they have consumed. Most
recommender systems apply the collaborative-filtering
technique to generate recommendations by analyzing user
activity information which are known as an “overall feature
rating” of item. This information represents overall
preference of a user or the single criteria in selecting relevant
items for a particular user. In general, the user activity
information is represented as User-Item metric. See Table I1.
A value in each row presents a profile of any user, which is
called a “user profile”. A value contained in each cell reflects
the preferences of user on a particular item as single criteria
rating. That is why the traditional recommender system is
viewed as single-criteria rating recommendation system.

TABLE Il. USER PROFILES AS A USER-ITEM METRIC
Users ml m2 m3 md mS
ul 3 [ ] 3 0
u2 2 1 4 0 2
ul [ 3 5 1] ]

Similarly, items are explained by their attached features.
These features may be gained by several ways. For example,
the characteristic of a product might be assigned by its
provider and web content might be assigned by user
tagging. The information of items can be represented as the
Item-Feature metric as shown in Table III. Each row
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represents an individual item profile. Each cell reflects the
meaning of existing features or attributes, 1" represents the
presence of feature and “0” represents the absence of
feature.

TABLE 111, ITEM PROFILES AS A ITEM-FEATURE METRIC
Action | comedy |

1
0
1
1
I

Items

m2

m3

mé
mS

sl=l=|=|=

1
|
1
0
1

1v.

The case study for a movie recommendation was
selected for describing our proposed methods. Let's
consider genre of movie, different movies generally have
different kinds of the number and the type of genre. For
example, a movie m] contains three types of genre; action,
drama, and comedy, whereas a movie m2 contains two types
of genre; action and drama. In a real application, some
movies may have the same type of genre but it is possible
that each type of genre may be different in its strengths or
level of importance. The conclusion is that even we know
what the existing types of genre in a movie, but we still
cannot know the strength degree of each type.

Similarly, users may have different in their taste for
watching movies based on genre of movies they like. For
example, let’s consider Table IV(b), a user ul may equally
prefer all three types of genre, action, drama and comedy. A
user u2 prefers drama rather than comedy and prefers
comedy rather than action. It can be inferred that a user u2
favors drama the most. This information can be analyzed
and used to distinguish the users based on their taste.

In fact, for the large single-criteria recommender system,
the data in a user profile is very sparse, the proportion of
total of movie items that user have watched and the total of
movie items in domain are very small. Similarly, in the
context of multi-criteria recommender system, the sparse of
data in user profiles is increased by multiplying with the
number of features of items. Therefore, we proposed the
method to transform several traditional user profiles, User-
Item metrics, for each feature of item into new single user
profiles, User-Feature metric. In addition, an efficient
collaborative filtering method was developed to quantify the
strength for each feature to generate the new item profiles,
Iltem-Feature Metric. Then, the preferences of user on
features and the strength of items features can be matched to
generate the recommendations.

The overall rating of a movie has the hierarchy
relationship with its features. It means that ratings on these
features are ingredient of overall rating of a movie.
Therefore, it is possible to predict ratings of these features
from the overall feature rating based on the preference of
user rather than directly asking user to provide rating on
each feature.

A) Quantifv the Preference Pattern of User

Our transformation and reduction techniques for finding
the pattern of a particular user can be done in three steps by

METHODOLOGIES



analyzing the frequency of existing features in each item that
the users have rated.
1) Join the traditional user and item profile.

Let’s consider the structure of the traditional user
profiles in Table II and the structure of the traditional movie
profiles in Table IIl. The user “ul” has rated the three
movies; ml, m3, and m4. Each movie has different features
as shown in Table III. Notice that both tables contain movie
id. Therefore, the tables can be joined together with a pair of
corresponding movie id as shown in Table IV(a). The Table
IV(b) presents the relationship between user and item
features.

TABLE IV. JOINING USER - ITEM AND ITEM - FEATURE METRICS.

Action. 1 1 0 1 B
Drama 1 ) 1 0 1
¥ L ] L) I e
R ml w3 =4 = |
ul 3 i iE -y 5 )
ul - [] [ b
ul 3 o
(2}
Twers | Ratiags | Mevies | Action | Drama | Comedy
ul 3 ! 1 1 1
! 2 il o 1 o
ul md 1)
ul ) 1 1 1
ul 4 m¥ ] 1 5
[T I T NI N ) Sy .
I 1 m] 1 1 1 1
1l E] L 1 1 [ ]
1| us 5 =3 o i [: I
= i e 0 | i |

2) Count the frequency of existing features associated
with the items.

Focusing on each row or each user profile, the frequency
number of features that user has concerned are derived by
(1) and the results are shown in Table V.

Fy(ay) = ZiLiaik 1
F,(ay) is a function that returns the frequency number of

the k'™ feature of items that user u has rated. ay is the k'
order feature of an item i.

TABLE V. THE FREQUENCY OF FEATURES RELATED WITH A USER, U3

e
ltems | Ratings | lAction | | | Drmmal | ‘Comein|
. =11 T

m} : 1 i P
= T
m s el vgdy e f
s 4 Lo gy
P |1 2 JJ1 4 g1 2
~ = LT A, S——

3) Normalize the frequency for each individual feature.
Once the frequency number of features concerned with a
particular user is counted, the weight of each feature can be
calculated by dividing F,(a)) with the sum of all features
concerned with a particular user as in (2).

Fylag)
Wuk = =

T IR, Fula)) @)
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wy k is the weight of the k*" feature of the items that concern
with a particular user u.
Each weight of feature can be combined as a vector of
weight as (3) to indicate a pattern of a particular user.
Wu = (Wy1:Wyz s Wum ) (3)
Therefore, we can describe users with the degree of
items” features, which is called “global features”, they have
concerned with. The global features of users reflect the

general preference or general style of each user in watching
movies, not specific for any particular movie in domain.

TABLE V1. THE WEIGHT OF FEATURES RELATED WITH A USER U3

Ttems Ratiags Action | Drama | Comedy
! ] | ¥ [
™ 3 1 1 0
m3 5 0 i a
LA (S U, M R ) e e —_—
Fiay) z [] H |
NermFia) | 02¢ 050 0

For example, the pattern of user u3 is assigned with the
weight of global features represented as a preference weight
vector, ( 0.25, 0.50, 0.25 ). From this information, it is
concluded that the most feature user u3 has preferred is
drama because most of movies, he or she selected to watch,
contain this feature as shown in Table VL.

When the last two steps are iteratively applied with
overall users in the system, the patterns of all users will be
identified. These patterns are used to explain the
characteristic of users in the sense of their taste in watching
movie as shown in the Table VII. It is called the collection
of the patterns of users as the new user profiles. Note that,
these new user profiles have the same structure as the item
profile as shown in Table III.

TABLE VII. NEW USER PROFILES

Users | Action | Drams | Comedy
ul 0.33 0.33 0.33
ul 017 0.50 0.33
ud 0.25 0.50 0.25

B) Quantify the Strength of Item’s Feature

Our technique to investigate the pattern of a particular
item involves a two-step process.

1) Extract the features weights of a particular item from
preference weight vector of users.

Traditional movie item profile as shown in Table III
contains the information about the features of movies in
binary values format. These values tell us about the existing
of movie’s features which can be represented by a binary
vector as (4).

By = (b1, by, bim) )
ﬁi is the binary value vector that describes the item i in

which by is the binary value of the k™" feature.



The important features of a particular movie for a
particular user can be extracted from the preference weight
vector by multiplying each pair of the corresponding
elements of the preference weight vector with the binary
vector of a movie as (5).

Wyk - bk (5
wy is the weight of the k™ feature in user u point of
view. b; is the binary value of the k' feature of an item i.

For example, the user u3 is described by preference
weight vector as ( 0.25, 0.50, 0.25 ), To extract the features
weight vector for movie m2 in the user u3’s point of view,
each value of the corresponding position between two
vectors is multiplied each other, (Wyzmz * Wmz1, Wuzmz *
Wm22 » Wyzmz * Wmpz3 ). The final result is ( 0.25, 0.50,
0.00).

To limit the value of each extracted feature derived from
the previous example in the range of 0 to 1, we normalize
each value in the resulting vector with the sum of all
clement values. It is derived by (6).

Wuk - bik
I (wu j* bij)

Wuik =

(6)

Wy,k is the weight of the k'™ feature in the user u’s point
of view on an item i.

For example, let’s consider a weight value of vector for
m2 in the user u3 point of view, ( 0.25, 0.50, 0.00 ), the
value of each element in the resulting vector can be
normalized by the sum of each feature weight of movie m2
as below.

3

Z(Wu3_i * bpz;) = 025 +0.50 +0.00 = 0.75
=

Wusmzaction = 0.25/0.75 = 0.33

Wysmzdrama = 0.50/0.75 = 0.67

Similarly, the item i is described by the importance of
features in the user point of view in term of vector, which is
derived by (7).

W, = (Wui1 Wy - (7

s Wuim )

Wy, is the vector of weight in the user u point of view on
item i. From the above example, the opinions of user u3 on
the movie m2 can be represented as a vector Wyam, =
(0.33,0.67,0.00)

2) Aggregate each weight of item features that is derived
Sfrom all users to generate the pattern for items.

After applying Stepl to the overall users, who have
concerned with the particular item, the pattern of items can
be generated by aggregating each weighting vector from
each user point of view on that item as in (8). Each pattern
of item is represented as a local weight vector as (9). The
patterns of all items are shown in Table VIII.
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Wuk - bk

= anusui Im
]

w:
ik =1{Wuj* bjj)

®)
©)

Wi = (Wi1, Wiz, oo, Wi )
U; is a set of users who have watched an item i.
Additionally, the average of overall rating of each movie
also includes the new movie profile to indicate its general
movie rating information as shown in Table VIII, column 2.

TABLE vill. NEW ITEM PROFILES

ltems | Ratings | sction | drama | comedy
ml 2.00 0.25 .44 0.3
m2 3.00 0.33 0.67 0.00
m3 367 0.00 1.00 000
md 3.00 0.50 0.00 0.50
ms 350 0.0 0.63 0.37

C) Generate Recommendations

Obviously, the structure of the new user profiles and the
structure of new item profiles are the same. Therefore, we
can directly make recommendations by mean of matching
between the user and the item pattern based on their feature
values. Finally, the rating of each feature of an item can be
estimated using (10).

Muik = Wix - sim(Wy,; , W) . ry (10)
ruix is @ predicted rating of the k™ feature on a particular
itemi for a particular user u. w;y is the weight of the k™
feature of an item i. The sim@u_l.wi) is any similarity
function that compare the vector of weights for a user u on
item i, W ; , with the vector of features’ weights (degrees of
features’ strengths) for a particular item i , W . r; is the
overall rating score of an item i provided by user u.

Although all features rating on a particular item can be
calculated, but most recommender system favors to
recommend items based on their predicted overall rating. It
can be computed by summing up all predicted rating of
every feature of an item as in (11) or (12).

ZP“'—* 1 Ir'u,i,i

Tuyi = sim(wu‘i,wi) . I

T

(1)
(12)

ui =

ry is a predicted overall rating of an item i.

For example, assume that recommender would like to
recommend user u2 the movie m4. Since the pattern of
movie m4 is represented as a local weight vector, W, =
(0.50,0.00,0.50), and the binary vector of movie m4 is
bms = (1,0,1).The pattern of user u2 can be represented as a
preference weight vector, Wy;me = (0.34,0.00, 0.66).

Assume that the similarity between user u2 and movie
m4 is 0.951 and average rating for m4 is 3. The prediction
rating of feature action, and comedy can be calculated by
using (10).

Tuzmaa

0.50 +0.951+3
0.50 09513 =

1.427

Tuzm43 1.427



Applying (11), the overall rating prediction of m4 for a user
u2 can be calculated.

2.853

Tizma = Tuzmar T Tuzmas

V. CONCLUSION AND FTURE WORKS

In the context of multi-criteria recommender system, the
quality of recommendations can be improved by
incorporating several features ratings information into
similarity calculation process. However, the calculation
complexity and a number of resources usages, such as
memory and storage, are immensely increased. In this paper,
the transformation and reduction techniques were proposed
to reduce the calculation complexity by condensing the
dimensions of user profiles and generating a new user
profiles. The technique to quantify the strength degree of
each item features based on users’ preferences was also
proposed. It was used to generate a new item profiles. The
new user profiles and the new item profiles generated by our
approaches have similar pattern in their structure. Finally, the
technique to generate recommendations was presented by
directly matching the preference of user with the strength
degree of item features. Obviously, the two challenges of this
work are quantifying preference of users based on their
behavior and quantifying the strength of item based on user
preferences. Our future work based on this study, we will
explore the use of probabilistic models in quantifying
important characteristics of users and items for multi-criteria
rating recommender system.
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